
ABSTRACT
Background: There is an ongoing need to track and prevent infections acquired within healthcare facilities. The goal of this study was to evaluate the validity and 
reliability of Canadian Nosocomial Infection Surveillance Program (CNISP) healthcare‑associated (HA) bloodstream infection (BSI) surveillance data by assessing the 
application of case definitions.

Methods: In September 2019, a survey with nine BSI case studies and 19 associated questions was provided to staff from 78 eligible hospitals, representing 40 hospital networks. 

Results: A total of 723 responses were received from 58% of CNISP sites. Correct responses were reported as a proportion of all responses, with a mean survey score of 
87.6% (Median, 89.5%, Range, 52.6%‑100%). Scores were similar across all question types: case definition, case classification, and source of infection (88.5%, 84.5% and 
88.2% respectively).

Conclusion: CNISP case definitions, case classifications and criteria for source of infection were correctly and consistently applied in most case scenarios, highlighting 
the high quality of BSI surveillance data collected through CNISP. Ongoing data quality reviews to check inter‑rater interpretation are important to ensure the validity and 
reliability of national surveillance of healthcare‑acquired infections. 
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INTRODUCTION 
The Canadian Nosocomial Infection Surveillance Program 
(CNISP) is a collaboration between the Public Health Agency of 
Canada, the Association of Medical Microbiology and Infectious 
Diseases Canada and sentinel hospitals across Canada [1]. In 
2019, CNISP conducted nation‑wide surveillance of healthcare‑
associated infections (HAIs) and antibiotic‑resistant organisms 
(AROs) among 78 acute care hospitals across Canada. 

The goal of CNISP is to help facilitate the prevention, 
control, and reduction of HAIs and AROs in Canadian acute 
care hospitals through active surveillance and reporting. Data 
are collected to measure the burden of HAIs, including AROs, 
establish benchmark rates for internal and external comparison, 
identify potential risk factors and allow for the assessment of 
specific interventions to improve the quality of patient care in 
Canadian acute care hospitals. 
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Standardized surveillance methods and case definitions are 
used for all CNISP surveillance protocols [2]. Trained infection 
control staff apply standardized methods and definitions 
outlined in the surveillance protocols to identify eligible 
patients for inclusion and review medical records. Similarly, 
hospitals that do not participate in CNISP but benchmark 
their internal performance against CNISP aggregate data must 
apply these same methods and definitions to allow for valid 
comparisons. The protocols and definitions were designed 
to maximize consistency in surveillance across hospitals and 
require the use of various clinical and laboratory criteria. 

However, it has been suggested that standardized 
surveillance case definitions and protocols will not address 
every potential patient scenario [3]. As a result, staff may 
not consistently apply CNISP surveillance definitions when 
presented with the same scenario. Additionally, since CNISP 
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surveillance definitions periodically undergo revision, staff may 
fail to apply the newer definitions, which could potentially 
result in misclassification of recent cases. CNISP has previously 
conducted reliability audits of surveillance data [4‑5], however, 
reliability audits of healthcare‑associated bloodstream infections 
(HA‑BSIs) have not yet been performed by CNISP. To continue 
to improve CNISP surveillance data quality, the network 
undertook a case study to assess the accuracy of the application 
of surveillance definitions for healthcare‑associated bloodstream 
infections. We aim to describe the validity and reliability of staff 
in applying CNISP surveillance definitions for HA‑BSI assessed 
through assessment of individual case examples [3, 6‑8]. 

METHODS
Subject matter experts, which include members of the CNISP 
Data Quality Working Group, chairs of the CNISP Methicillin‑
resistant Staphylococcus aureus (MRSA), Vancomycin‑resistant 
Enterococci (VRE) and central‑line associated bloodstream 
infection (CLABSI) working groups developed and validated 
case examples for inclusion in an online survey. The survey 
was developed using Voxco© and included nine case 
examples with 19 associated questions. 

This survey was considered exempt from the requirement 
for ethics approval as the activities described here are outside 
of the scope of ethics board review as per the Tri‑Council 
Policy Statement 2 (2018), Article 2.5: “Quality assurance 
and quality improvement studies, program evaluation 
activities, and performance reviews, or testing within 
normal educational requirements when used exclusively 
for assessment, management or improvement purposes, 
do not constitute research for the purposes of this Policy, 
and do not fall within the scope of REB review”[9]. The 
survey was conducted as part of routine quality assurance 
of our surveillance projects. All individual responses were 
confidential, and no results were reported in aggregate. 

Staff from the 78 CNISP participating hospitals, 
representing 40 hospital networks, ranging from one to six 
individual hospitals per network, were invited to complete 
the case survey between September 1‑30, 2019. At the 
time of the study within the CNISP network, there were 
approximately 240 active members (including infectious 
disease physicians, medical microbiologists, epidemiologists, 
and infection control professionals). However, not all active 
members participated in the survey given their role in CNISP 
surveillance. For instance, not all members apply the case 
definitions (e.g., data entry staff or lab technicians). The 
hospital networks were in one of three regions: West (British 
Columbia, Alberta, Saskatchewan, and Manitoba), Central 
(Ontario and Quebec) and East (New Brunswick, Nova 
Scotia, Newfoundland & Labrador, and Prince Edward Island). 
Since this was an educational intervention and a data quality 
investigation, each site could have multiple responders and 
staff could respond individually or as a group. 

The case study assessed the ability of staff to correctly 
apply three key surveillance definitions for CLABSI, 
MRSA bloodstream infection (BSI), Methicillin‑sensitive 

Staphylococcus aureus (MSSA) BSI and VRE BSI surveillance. 
First, the application of surveillance case definitions 
(i.e., eligibility for inclusion in surveillance), second, the 
application of acquisition classification (e.g., acquired at 
your facility, another facility or community‑associated) and 
third, the identification of the source of infection (e.g., IV 
catheter‑associated, primary bacteremia, skin/soft tissue, 
etc.). The case examples reflected some of the complex 
patient scenarios that staff may have encountered in their 
daily surveillance for healthcare‑associated BSIs. All responses 
were kept confidential. Correct responses were reported as 
a proportion of all responses and data cleaning and analysis 
was performed using SAS, version 9.4. 

RESULTS
Twenty‑three of 40 (58%) CNISP hospital networks completed 
the survey. Among those 23 hospital networks, there were 
41 individual respondents (88%) and six group respondents 
(12%) with a total of 723 responses to the 19 questions. 
Responses were received from all three regions (38% West, 
53% Central, 9% East). The mean score of the survey was 88% 
(Median 90%, Range 54%‑100%).

Scores were similar across all question types with 88% of 
responses (355/401) correctly applying the case definition for 
inclusion of a BSI in surveillance, 84% (136/161) correctly 
applying the acquisition classification and 88% (142/161) 
correctly classifying the source of infection (e.g., IV catheter‑
associated, primary bacteremia, skin/soft tissue, etc.). However, 
the proportion of responses that correctly applied the CNISP 
surveillance definitions significantly varied by module (CLABSI 
vs. MRSA BSI vs. VRE BSI) (Figure 1). Scores were significantly 
higher among responses from groups compared to individuals 
(96.4% vs 86.5%, p<0.05).

DISCUSSION
We assessed the accuracy of the application of CNISP 
surveillance definitions for healthcare‑associated bloodstream 
infections. Overall, we found that 88% (633/723) of responses 
correctly applied the case definition, case classification and 
source of infection criteria for BSI cases. Similar case study 
investigations validating the application of standard surveillance 
criteria and protocols have been conducted by the Centers for 
Disease Control and Prevention (CDC) National Healthcare 
Safety Network (NHSN) [8] and the Texas Department of State 
Health Services [10]. For the NHSN investigation, between 
2010 and 2016, 22 case studies were performed with correct 
responses selected 62.5% of the time, whereas in the Texas 
Department investigation, only 6% (five of 88) of participants 
correctly identified all elements of both case scenarios provided.

The proportion of responses that correctly applied the 
case classification for VRE BSI as compared to MRSA BSI was 
significantly lower (70% vs 89%, p<0.05) which highlights the 
need for a review and clarification of the case classification 
definition for this module as well as the provision of additional 
training. Feedback from stakeholders was positive and the results 
were very encouraging. 
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It was interesting, though not surprising, to identify that 
those hospitals submitting their responses as a group had 
a significantly better average score (96.4%) than responses 
submitted from individuals (86.5%). This may demonstrate the 
value of collaboration between infection control professionals 
to improve data quality [11‑12]. In addition, trained infection 
control professionals who participate in CNISP likely contribute 
to the high overall scores by individuals and groups highlighting 
the quality of the data collected through CNISP. 

There are several limitations to this case study. To limit the 
amount of time required to complete the survey, only nine case 
examples were included. As a result, internal reliability was not 
assessed, as we were not able to provide similar questions within 
the same survey to see if both questions would be answered in 
the same way. This could be addressed in future surveys that 
focus on only one protocol, thus enabling similar questions to 
be asked. We also did not look at the validity of the scenarios 
by enabling the staff to retake the same survey later. Holmes 

et al [13] suggested that case studies developed by experts in 
the field may not capture all potential factors used to assign case 
definitions. The survey had an average response rate (58%) and 
may suffer from selection bias, as those who are most keen and 
completed the survey are likely those most familiar with CNISP 
surveillance and so would be more likely to correctly apply the 
definitions. Since, the survey was sent out in the summer, this may 
have lowered the response rate, however, our response rate was 
still sufficient to evaluate data quality [14]. Future surveys could 
assess if infection control professionals experience was a factor in 
the response rate by analyzing this information according to CIC 
certification. Lastly, it is unknown whether these findings reflect a 
representative sample of staff conducting CNISP surveillance. 

Despite the above limitations, this was the first case study 
conducted by CNISP to assess the validity and reliability of the 
application of surveillance definitions. The high percentage of 
responses that correctly applied CNISP surveillance definitions 
highlights the high quality of surveillance data collected through 

Case‑definition: questions that addressed whether the BSI met inclusion/exclusion criteria as a case.
Classification: questions that addressed the type of acquisition (i.e., healthcare associated).
Source: question that addressed the source of the BSI (i.e., primary vs. secondary). 
CLABSI: central‑line associated bloodstream infections; MRSA: Methicillin‑resistant Staphylococcus aureus; VRE: Vancomycin‑resistant Enterococcus.

Question type:  CLABSI  MRSA  VRE

NATIONAL SCORES BY QUESTION TYPE AND CASE TYPE
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Figure 1: National Scores by Question and Case Type
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CNISP. Respondents reported that the case study was informative 
and served as a robust training tool. As part of ongoing data quality 
monitoring, the network plans to conduct additional case studies 
focused on other surveillance modules such as C. difficile, surgical 
site infection and COVID‑19 surveillance. 
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